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Motivation
p Precise	demand	prediction	of	consumer	goods	is	beneficial

n supply	chains	can	be	optimised according	to	predicted	demand
- thus	leading	to	higher	profit

n each	item	has	different	price	elasticity
- that	is,	effect	of	price	change	for	sales	is	different	for	each	item

n goods	demand	is	different	in	each	area
n effect	of	weather	for	goods	demand	would	also	be	different	in	each	area

p Big	data	can	be	utilised in	two	different	ways
n build	complex	models	which	need	a	vast	amount	of	training	data
- image	classification,	speech	recognition,	machine	translation	etc.

n sub-divide	data	according	to	some	criteria	for	fine	grained	analysis
- area,	age,	product	model	etc.
- analyse each	sub-divided	data	sets	independently
- being	able	to	keep	model’s	performance	well	because	sub-divided	data	sets	
still	have	enough	records
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Data: Daily Sales Records
p Collected	from	Point	of	Sale	(POS)	systems

n mainly	of	supermarkets	in	Japan
n provided	by	Nikkei	Digital	Media,	Inc.
n 3	billion	records,	1500	stores,	3	million	items
n from	1	Nov.	2011	to	31	Oct.	2015

p Consists	of
n store	code
n date
n item	code	(Japan	Article	Number)
n sales
n quantity	sold
- target	of	the	prediction

pOther	tables
n store	code	to	area
n item	code	to	category 3



Data: Daily Weather Records
p Collected	from	the	web	site	of	Japan	Meteorological	Agency

n http://www.jma.go.jp/jma/indexe.html

p Consists	of	16	variables
n atmospheric	pressure	at	observatory/sea	level
n total/1h	max/10m	max	precipitation
n min/max/mean	temperature	etc.
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Weather Variable Selection
p Discard	highly	correlated	variables
p Selected	variables

n average	atmospheric	pressure	at	observatory
n total	precipitation
n maximum	temperature
n minimum	humidity
n maximum	wind	speed
n sunlight	hours
n snow	depth

5Multi	dimensional	scaling	plot	of	the	weather	variables



Mode Price and Sale Flag
p There	would	be	an	effect	of	“sale”	itself

n sales	change	which	could	not	be	explained	by	price	change

p Calculate	mode	prices	for	each	day
n from	the	prices	of	the	period	of	28	days	before	and	after	each	day

p Sale	flag	condition
n prices	below	1σ	of	the	mode
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Prediction Models
p Explanatory	variables

n quantity	sold	in	the	previous	day
n day	of	the	week
n season
n weather	related	variables
n price
n sale	flag

p Target	variable:	quantity	sold
pMany	fine	grained	models

n dataset	is	separated	by	item	and	area

p Three	prediction	methods
n linear	regression
n neural	network
n deep	neural	network
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Method: Linear Regression
p Simple	linear	regression

n not	much	to	say
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Method: Neural Network
p Basics

n weight	for	each	connection,	activation	function	for	each	node

p Simple	three	layer	network
n only	one	hidden	layer
n single	output	node	for	regression

9

hidden	layer output	layerinput	layer



Method: Deep Neural Network
p Deeper	structure

n several	number	of	hidden	layers
- actually	not	so	deep,	but	adequate	for	this	kind	of	simple	regression	
problems?

n single	output	node	for	regression	(not	changed)
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Activation Functions
p Linear	activation	function	(no	activation	function)	for	our	NN
p Sigmoid	function,	traditionally	used	for	classification	tasks
p Rectified	linear	unit	for	our	DNN

n effective	for	faster	convergence
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System for Analysis
p Language

n R	and	Python

p Libraries
n caret for	hyper	parameter	tuning
n nnet for	NN,	h2o for	DNN

p Database
n PostgreSQL
- single	node	database	built	on	an	Azure	instance
- approx.	1	TB	data	size	including	indices
- too	slow,	even	for	relatively	simple	queries

n Impala
- rebuilt	the	database	to	seek	higher	performance
- single	node	database	built	on	an	AWS	EC2	instance
- utilised I2	instance’s	SSD	based	instance	storage	for	Avro	format	tables
- significantly	faster
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Results: Performance
pQuantity	sold	is	normalised to	[0,	1]	interval

n predictive	performance	can	simply	be	compared	by	root	mean	squared	
error	(RMSE)

pMeasured	RMSE	with	5-fold	cross	validation
pNeural	network	seems	better	than	linear	regression
p Deep	neural	network	may	be	better	than	neural	network
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Area RMSE	
(Linear)

RMSE	SD
(Linear)

RMSE	
(Neural)

RMSE	SD	
(Neural)

RMSE
(Deep)

RMSE	SD
(Deep)

Fukuoka 0.11320 0.00089 0.11137 0.00170 0.11016 0.00104

Hokkaido 0.09364 0.00356 0.09259 0.00327 0.08527 0.00101

Osaka 0.09448 0.00151 0.08918 0.00174 0.08801 0.00098

Tokyo 0.10308 0.00095 0.09878 0.00296 0.09934 0.00160



Results: Interactions between Item and Area
pObtain	demand	curve	for	each	item	by	changing	the	price
p Visualise demand	by	integrating	the	demand	curve

n lighter	colour indicates	more	total	demand
n each	item	exhibits	different	pattern
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Results: Interactions between Area and Weather

p Visualise demand	by	a	similar	way	as	the	item	x	area	case
p Example:	an	ice	cream	product

n higher	temperature	draws	more	demand
n above	effect	is	not	apparent	in	Hokkaido	(northern	island)
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Discussions
p Validity	of	the	models	and	observations

n a	single	big	model	with	area	variables	could	possibly	perform	better
n no	statistical	check	is	done	as	to	whether	there	is	a	real	difference

p Effect	of	mid-term	changes	of	economical	circumstances
n would	be	better	to	incorporate	yearly	trends	into	our	models

p Effect	of	associations	between	items
n would	be	better	to	incorporate	category/manufacturer	information	into	
our	models

p Better	(meta-)models	and/or	prediction	methods
n there	might	be	more	suitable	neural	network	models	for	this	kind	of	
regression	problems

n other	prediction	methods	could	be	applied
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Summary
p Analysed daily	sales	records	(POS	data)	and	weather	records

n to	predict	goods	demand

p Compared	performance	of	three	prediction	method
n linear	regression	<	neural	network	<	deep	neural	network...?

p Visualised total	demand	by	integrating	the	demand	curve
n interactions	between	item	and	area
n interactions	between	area	and	weather
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